
Accelerating Large-Scale Graph Neural Network 
Training on Crossbar Diet 

Chukwufumnanya Ogbogu†, Aqeeb Iqbal Arka†, Biresh Kumar Joardar*, Janardhan Rao Doppa†, Hai (Helen) Li*, 
Krishnendu Chakrabarty*, Partha Pratim Pande† .
Washington State University†, Duke University*

Embedded Systems Week

• Training machine learning (ML) models at the edge (training on-chip or
on embedded systems) can address many pressing challenges,
including data privacy/security.

• Resistive random-access memory (ReRAM) based processing-in-
memory (PIM) architectures can be used to address this problem.

• We propose a crossbar-aware pruning technique called DietGNN
(GNN pruning on a crossbar diet) to address the storage, computation,
and communication challenges of ReRAM-based GNN accelerators.

• DietGNN-enabled ReRAM-based PIM architecture achieves low
energy- and storage-efficient GNN computation
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We have presented a crossbar-aware pruning technique called DietGNN,
which can be trained from scratch, achieves high sparsity, and enables
significant reduction in energy consumption and area overhead. DietGNN
achieves ~2.7× speedup while being 3.5× more energy efficient when
compared to its unpruned version on an ReRAM-based manycore
platform.
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Fig. 1: Two phases of the GNN computation kernel.

Fig. 3: Mapping the DietGNN Pruned weights to 
ReRAM crossbars

Fig. 2: Mapping the weights of a GNN layer to ReRAM 
crossbars. 

Fig. 4: Illustration of DietGNN Pruning Methodology
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Fig. 4: Illustration of the 3D ReRAM-based PIM Architecture
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